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Motion-compensated Target Residual

‣ 5-min lightning talks  

Submit on grade scope by Noon (PDF)  

‣ Participation Bonus, if you ask questions :)  

(5% of the class total for participation) 
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Video Is Growing and Innovating
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of the internet will be 
video by 2021

82%
annual increase of 

YouTube home page hits

300%

cameras in the world by 2022
45 billion

video analytics CAGR 
over next 6 years

23%

14B /day
videos on Snap

References: Cisco Visual Networking Index, YouTube, Snap 

https://www.cisco.com/c/en/us/solutions/collateral/service-provider/visual-networking-index-vni/white-paper-c11-741490.html


Video Compression
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Target 
Video

Frames

‣ Video = “Motion Pictures” 



Traditional Video Codecs
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Encoder

H.264

Decoder

H.264

H.264, H.265, VP9 
AV1, H.266

01101



First “video” ever captured
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Jockey 720p
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‣ FPS= frames/sec -> 30 

‣ X,Y -> 720x1280 



Jockey 720p
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Jockey 720p -> H264 CRF20
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‣ RAW -> 332 Mb/s 

‣ CRF20 -> 6.2 Mb/s  

(PSNR -> 43) 



Jockey 720p -> H264 CRF40
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‣ RAW -> 332 Mb/s 

‣ CRF20 -> 6.2 Mb/s 

(PSNR -> 43) 

‣ CRF40 -> 0.8 Mb/s 

(PSNR -> 33) 



JPEG -> Recap

12

Target 
Image

DCT Q

Huffman 
Decoder

Target 
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Compressing Video as I-frames
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Target 
Video

Compress each frame like a Image  
(I-frame)



Jockey 720p -> Iframe compression
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‣ RAW -> 332 Mb/s 

‣ CRF20, I-frame -> 9 Mb/s 

(PSNR -> 44) 



Frame 0
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Frame 1
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Compressing the second frame
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Frame-0

Frame-1

−



Compressing the second frame
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Frame-0

Frame-1

Motion 
Compensation

−

Find,Encode 
Motion



Compressing the second frame
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Motion



Compressing the second frame
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Frame-0

Frame-1

Motion 
Compensation

−

Residue

Encoded as part of the bit-
stream

Find,Encode 
Motion



I-P frame coding
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Target 
Video ‣ P-frame -> “prediction frame” 

‣ Predict based on the previous frame  

‣ Keyint -> 6 (every 6th frame an I-

frame) 



IP-coding
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Jockey 720p -> H264 CRF20
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‣ RAW -> 332 Mb/s 

‣ CRF20 -> 6.2 Mb/s  

(PSNR -> 43) 



IP-coding
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IP-coding
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Case Study -> Foreman Video
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‣ Size: 352x288 

‣ CRF20, H264 

‣ Keyint = 8  

(I frame at 0,8,16,… 

P-frame otherwise)  



Case Study -> Jockey CRF20
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‣ RAW -> 332 Mb/s 

‣ CRF20 -> 6.2 Mb/s  

(PSNR -> 43) 



Case Study -> Jockey CRF20
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Iterative Block-search based Motion
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Motion-compensated Target Residual

‣ Axis-aligned blocks, discretized 

motion directions and magnitudes 

‣ Extremely efficient (with some 

algorithmic optimizations) 

‣ Leads to significant blocky artifacts, 

needing some “de-blocking filtering” 

at the end 

Motion estimation 
and encoding

Motion 
Vectors

Target 
Frame

− MV 
Block



I,P,B frame coding
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IP-frame coding 

‣ P-frame -> “prediction frame” (only 

references past frame) 

‣ B-frame -> references past and 

future frames.  

‣ Interpolation vs Extrapolation 

 

IPB-frame coding 



I,P,B frame types
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Motion-compensated Target Residual

‣ I-Frames Only:  

Simple, used in video editing softwares 

‣ I-Frames + P-Frames:   

Better compression than I-frame only.  

Also called “low-latency/low-delay” mode. Used for video conferencing 

‣ I-Frames + P-Frames + B-Frames:  

Typically gives the best compression (also called “Random Access Mode”) 

Ideal for Video Streaming (Youtube, Netflix…)  

 



Iterative Block-search based Motion
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Motion-compensated Target Residual

‣ Axis-aligned blocks, discretized 

motion directions and magnitudes 

‣ Extremely efficient (with some 

algorithmic optimizations) 

‣ Leads to significant blocky artifacts, 

needing some “de-blocking filtering” 

at the end 

Motion estimation 
and encoding

Motion 
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Target 
Frame

− MV 
Block



Traditional IP coding
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IP coding -> ML-based
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End-to-End Learned Video Codec
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Motion-compensated Target Residual
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Better understanding of motion
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Motion-compensated Target Residual

‣ Axis-aligned blocks 

‣ Discretized motion directions and 

magnitudes

Traditional

Motion 
Vectors

Learned Motion

Target 
Frame

−

‣ Motion is pixel-wise 

‣ Network decides the tradeoff in 

accuracy vs bits of Flow compression

MV 
Block

Auto- 
encoderM

Flow

Target 
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−



Example: Tractor Video
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Motion-compensated Target Residual



Example: Tractor Video
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Motion-compensated Target Residual



Example: Tractor Video
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Motion-compensated Target Residual



Example: Ducks Take Off
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ML Codec

H.264

H.265



Example: Ducks Take Off
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ML Codec

H.264

H.265



Learned Video Codecs: PSNR
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Results on UVG dataset, low-latency setting, PSNR, keyint=16 

(2018)

(2003)
(2013)

(2020)

(2018)

(2021)



Learned Video Codecs: MS-SSIM
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Results on UVG dataset, low-latency setting, MS-SSIM, keyint 

(2018)

(2003)
(2013)

(2020)

(2018)

(2021)



Video Compression -> Conclusion
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Motion-compensated Target Residual

‣ Conceptually Simple -> Motion + Residual coding:  

Uses 2-step approach -> find and encode motion, encode the residual. The 

complexity comes in how to implement these blocks.  

‣ Lots of parameters:   

keyint=?,  

How many I,P,B?  

How many bits to give to each frame? (“Rate control”) 

‣ ML-based codecs: 

Significant improvements in the past 2-3 years, but lot more to come! 



Video Compression -> Conclusion
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Motion-compensated Target Residual

‣ Conceptually Simple -> Motion + Residual coding:  

Uses 2-step approach -> find and encode motion, encode the residual. The 

complexity comes in how to implement these blocks.  

‣ Lots of parameters:   

keyint=?,  

How many I,P,B?  

How many bits to give to each frame? (“Rate control”) 

‣ ML-based codecs: 

Significant improvements in the past 2-3 years, but lot more to come! 



EE274: Course Summary
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Motion-compensated Target Residual



EE274 Summary -> IID Data
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Motion-compensated Target Residual

‣ How to compress i.i.d data?  

Prefix-free codes, Huffman codes,  

Arithmetic coding, rANS 

‣ Mainly useful as a building block for  

other fancier compressors 



EE274 Summary -> IID Data
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Motion-compensated Target Residual

‣ Entropy and Information theoretic limits 

“What is the best you can compress you data?” Entropy ->  

‣ Using Information theory for generic lower bounds 

A very useful technique used in CS Theory etc.. (you got a glimpse from the “find the best rower 

problem” in HW3 

 



EE274 Summary -> Non-iid data
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Motion-compensated Target Residual

‣ Lossless compression of non-iid data:  

Key-idea -> “If you model your data well, Arithmetic coding for order-k is optimal” 

‣ What if you don’t want to model your data? 

Universal Lossless compressors -> can be shown to be optimal asymptotically on any source 

LZ77, LZ78, BZIP, ZStandard … 

 

 



EE274 Summary -> Lossy compression 
fundamentals
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Motion-compensated Target Residual

‣ Rate distortion theory:  

“What is the fundamental limit on lossy compression given a distortion?” 

‣ Vector Quantization, Transform coding 

Theory gets quite difficult when we come to lossy compression :-|  

But, lots of good insights! 

 

 



EE274 Summary -> Applications
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Motion-compensated Target Residual

‣ Image compression 

JPEG, ML-based image compression, … 

‣ Audio, Video Compression 

H264, HW3 problem on audio compression, …  

 

 

“Key concepts are kind-of similar across all the domains.. Transform coding, Residual coding, 

and finally some lossless coding”  

 

 



EE274 -> What we didn’t get to
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Motion-compensated Target Residual

‣ Distributed Compression 

How do we jointly compress data from multiple sources? (Puzzle in HW2 gives a sense)  

‣ Succinct Data Structures 

“How can we compress data structures so that they fit on the RAM? But still have their 

properties intact?” -> eg: searching over compressed text 

‣ Compression of ML-models, Compression in HW 

Very interesting line of work, with lots of interesting problems.  



EE274 -> What next? 
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Motion-compensated Target Residual

‣ Stanford Compression Library 

‣ EE274 Resources 

 

https://stanforddatacompressionclass.github.io/notes/resources.html 

 



EE274 -> What next? 

60

Motion-compensated Target Residual

‣ EE276 -> Information Theory 

‣ EE376 -> Topics in Information theory  

‣ MUSIC 422 -> Perceptual Audio coding 

‣ CS 228 -> Probabilistic Graphical Models 

… 



Thank You!
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Motion-compensated Target Residual


